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Abstract
The Quadratic Survey (QS) is an emerging preference elicitation
method designed for collective intelligence contexts, where effective
decision-making depends on capturing rich individual preferences,
including both what people support and how strongly they care
about them. QS sets itself apart from traditional tools through two
coremechanisms: a fixed credit budget and a quadratic cost function.
This study empirically examines the role of the two components in
QS’s effectiveness in isolation, by comparing the performance of
QS and the Likert scale survey to two variants of QS: Unlimited QS,
which removes the budget constraint, and Linear Survey, which
replaces the quadratic cost with a linear function. In a controlled
experiment with MTurk participants, survey responses from Unlim-
ited QS and Linear Survey were evaluated alongside the existing QS
and Likert scale responses reported in prior work, and all responses
were compared against an incentive-compatible donation task. Hi-
erarchical Bayesian analyses reveal that QS more effectively aligns
expressed preferences with individuals’ donation behavior, while
omitting either component degrades performance. The results also
confirm that both pairwise rankings and interval intensity differ-
ences between options captured by QS closely reflect individual
behavior, outperforming both the Likert scale and Constant Sum-
like surveys. These findings advance our understanding of QS and
provide practitioners with an alternative tool to collect reflective
individual preferences for collective decision-making contexts such
as democratic engagement or public resource allocation.
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1 Introduction
[T]he many, who are not as individuals excellent men, nevertheless can, when
they have come together, be better than the few best people, not individually
but collectively, just as feasts to which many contribute are better than feasts
provided at one person’s expense.

– Aristotle, Politics III

From renewable energy planning [16] and ride-sharing regu-
lation [27] to corporate forecasting [11] and government budget-
ing [12], both public initiatives and academic studies [5, 33, 59, 60]
show that effective collective intelligence (CI) depends on inte-
grating truthful, diverse, and rich preference signals. Conventional
tools such as Likert scale surveys, public polls, and one-person-
one-vote schemes reduce individual choices to surface-level tallies,
thereby obscuring the intensity and trade-offs that lead to better out-
comes [33, 44, 47]. Quadratic Survey (QS) addresses this limitation
by assigning respondents a fixed credit budget and applying a qua-
dratic cost to each vote, prompting survey respondents to express
not only which options they support but also how strongly they care
about them [4, 7, 47]. QS can identify intense minority preferences
when they outweigh mild majority support in resource-constrained
scenarios such as public policy [7, 47], product design [7], or co-
housing communities [31]. However, the higher cognitive demands
of completing QS [8] have spurred researchers [4, 7] to propose
plausible simplifications, such as replacing quadratic costs with lin-
ear ones or removing budgets entirely, in order to reduce participant
frustration. Yet, there remains limited empirical understanding of
whether such changes preserve the features that make QS effective
and of why QS works.
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Researchers [4, 7] attribute QS’s effectiveness primarily to two
components: a fixed budget constraint and a quadratic cost func-
tion. Prior research has predominantly compared QS with Likert
scale surveys, highlighting its effectiveness in capturing realistic
participant behaviors and clearly distinguishing preference inten-
sity across many options when participants must prioritize under
constraints [4, 7]. A closely related but simpler forced-choice ap-
proach, constant sum survey (CSS) 1 [42], has long utilized a linear
constraint to require explicit prioritization among options. Despite
the long-standing use of CSS and its linear budget constraint, prior
research has not clearly isolated whether QS’s effectiveness derives
uniquely from its quadratic cost structure or if merely enforcing a
fixed budget alone sufficiently generates the perceived trade-offs.
Clarifying this distinction presents an opportunity to streamline
QS, potentially reducing complexity without diminishing its effec-
tiveness.

We introduce two additional survey variants designed to isolate
the core components of QS and evaluate them alongside QS and
Likert scale survey responses reported in prior work [7]. The first,
which we call Unlimited QS (UQS), removes the budget constraint
but retains the quadratic cost function. The second, Linear Survey
(LS), retains the fixed budget but replaces the quadratic cost with a
linear one. These two variants allow us to disentangle the individual
effects of QS’s budget constraint and cost function. In addition, to
our knowledge, no prior study has evaluated QS using pairwise
comparisons of rankings and preference intensities, providing a
more rigorous empirical lens [9]. Formally, we ask:
RQ1. How effectively does QS capture participant preferences in

pairwise rankings and preference intensities compared to
Likert scale survey?

RQ2. How do the budget constraint and quadratic cost, as core
components of QS, individually and jointly affect how well
elicited preferences reflect participants’ behavior?

To investigate these questions, we recruited 202 MTurk partici-
pants using stratified sampling to approximate U.S. census demo-
graphics, using a modified version of open-source QS software
described in prior work [7]. Participants completed either UQS
or one of three LS versions with credit budgets of 18, 54, or 162.
Each survey asked how the local government should allocate re-
sources across a set of societal issues. Participants then completed
an incentive-compatible donation task. Together with open data
from prior research, we developed two Bayesian models to assess
how well survey responses align with participants’ actual behavior.
The first assesses whether each method captures the same pairwise
ranking of preferences as the donation task. The second examines
whether larger differences in reported survey preferences corre-
spond to greater behavioral intensity, offering an interval-based
perspective.

Our findings show that, in terms of pairwise ranking, QS outper-
forms the Likert scale survey, while both UQS and LS underperform
relative to the Likert scale survey. For pairwise intensity differences,
all methods perform similarly when the preference gap between
two options is small. However, as the gap increases, QS, both its
vote and credit-based measures, more reliably reflects behavioral

1CSS is also referred to as chip-allocation survey, point-allocation survey, fixed-sum
survey, and the budget pie method in the literature [24, 41, 49, 55, 56, 62].

intensity compared to other approaches. UQS performs similarly to
the Likert scale survey whereas LS trails behind the Likert scale sur-
vey under these conditions. Their performance deteriorates further
as preference differences grow. These results highlight the impor-
tance of both the credit budget and the quadratic cost function in
effective preference elicitation. Our findings reaffirm QS’s ability to
represent individual preferences in resource-constrained contexts
and surface the limitations of linear or unconstrained alternatives.

This paper makes two contributions: an empirical analysis of
QS’s core mechanisms and a modeling approach for evaluating
survey-behavior alignment.

Empirical Contribution: This paper provides a more detailed em-
pirical understanding of the Quadratic Survey mechanism by iso-
lating and evaluating its two core components: fixed budgets and
quadratic voting costs. Prior works [7, 15, 19, 47] established the
theoretical and empirical grounds for QS’s advantages but did not
clarify whether the budget constraint, the quadratic cost, or both
are necessary to achieve these advantages. We addressed this gap
through controlled experiments framed around public resource al-
location, using Bayesian modeling to examine how QS’s budget
and cost structures influence the alignment between stated sur-
vey preferences and participant donation behavior. Our findings
reveal that removing either the quadratic cost or the credit budget
weakens QS’s ability to capture pairwise ranking and differences
in preference intensity, suggesting that rather than simplifying QS
through a linear cost function, future work should design interfaces
to support survey respondents in expressing their preferences when
answering QS.

Methodological Contribution: This paper introduces two Bayesian
models to evaluate how different survey methods capture partici-
pants’ preferences as reflected in their behavior. Prior evaluations
have relied on submission-level or single-point behavioral compar-
isons, missing finer distinctions in preference structure. Our models
evaluate both pairwise ranking and intensity by comparing stated
pairwise preferences to donation behavior, drawing on common
CSS pairwise comparison approaches [9, 25]. This method enables
more precise empirical evaluation of preference elicitation tools
and informs future studies on QS design and validation.

2 Related Work
In this section, we describe related work regarding QS and the
quadratic mechanism embedded within. We then discuss forced
choice surveying techniques that follow a linear constraint.

2.1 Quadratic Survey and the Quadratic
Mechanism

QS uses a quadratic mechanism in which participants ‘purchase’
approval or disapproval votes to express their preference within a
fixed budget. Because the vote cost increases quadratically, partici-
pants are discouraged from extreme responses and encouraged to
allocate votes based on relative preference strength. Participants
may assign varying numbers of positive and negative votes to
reflect relative preferences. Survey designers compute collective
preferences by summing votes for each option across participants.

Formally, a participant receives a QS with𝐾 options and a budget
𝐵, and may allocate𝑛𝑘 votes to each option 𝑘 , with vote cost defined
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by a quadratic function: 𝑐𝑘 = 𝑛2
𝑘
, where 𝑛𝑘 ∈ Z. Votes may be

positive or negative to express support or opposition. Respondents
must ensure that their total expenditure does not exceed their
budget:

∑𝐾
𝑘=1 𝑐𝑘 ≤ 𝐵. The collective preference for each option

is then determined by summing the votes across all participants:∑𝑆
𝑖=1 𝑛𝑖,𝑘 , where 𝑆 is the number of respondents and 𝑛𝑖,𝑘 represents

the votes allocated by participant 𝑖 to option 𝑘 .
The quadratic mechanism originates from economic theory, par-

ticularly for public goods allocation [23]. It gained prominence
through Quadratic Voting (QV), which addresses the “tyranny of
the majority” by allowing individuals to express preference inten-
sity rather than cast a binary vote [45]. Unlike QV, which produces
binding decisions, QS gathers opinions to inform decision-makers
or the public [4, 8].

Empirical studies have evaluated QS in settings ranging from lab
experiments [7, 47] to policy polling [4, 26], education research [43]
and community decision-making [31]. They show that QS elicits
both rankings and ratings—an advantage over traditional survey
methods [7]. QS also reduces extreme response biases, even on po-
larized topics, and captures richer preference data than Likert scale
surveys [4, 7, 43, 47]. Recent studies have reported stronger align-
ment between QS-based stated preferences and observed behavior
compared to Likert scale surveys [4, 7].

QS imposes higher cognitive demands to complete [8], with
empirical studies showing that participants report medium to high
cognitive load, especially when evaluating longer lists of options [4].
While heightened cognitive load can lead to deeper engagement
with survey options, prior survey research literature suggests it also
drives down participation rates and increases dropout [3, 17]. In
response, researchers [4] have proposed simplifyingQS by replacing
the quadratic cost with a linear one. Yet no empirical study has
systematically examined the trade-offs between quadratic and linear
cost structures.

2.2 Linear Constraint-Based Collective
Decision-Making Mechanisms

While QS’s quadratic cost structure is novel, the practice of im-
posing fixed budgets in surveys has a long history in marketing,
psychology, and political science. These methods require partic-
ipants to allocate a limited number of points, tokens, or money
across options, forcing trade-offs. Among these, Constant Sum Sur-
vey and Knapsack Voting (KV) are the most relevant comparisons to
QS. Unlike other forced-choice techniques, such as MaxDiff [50, 57],
Best-Worst Scaling [37], or conjoint analysis [1], CSS and KV im-
pose explicit linear resource constraints, making them conceptually
closer to the QS and LS examined in this study.

2.2.1 Constant Sum Survey. CSS has existed since the 1950s [10,
39, 53], originally designed as 100-point splits between two op-
tions [42] and later extended to multiple-option settings [24, 62]. In
CSS, participants receive a fixed point budget (often 100) to distrib-
ute across 𝐾 options, reflecting their relative perceived importance.
Although survey platforms vary in their mechanism’s implemen-
tation [36, 46, 54], the core constraint remains: respondents must
stay within their allotted budget.

Studies show CSS elicits both ranking and rating information,
making it useful in domains such as marketing and political sci-
ence [9]. Validation against behavioral measures is mixed: CSS
often aligns with pairwise comparisons [14], but can diverge from
revealed preferences, as reflected in measures like willingness to
pay (WTP) [38]. Despite these differences, CSS remains popular for
capturing preference intensities within a linear budget constraint.

LS closely resembles CSS but differs in three minor ways. First,
CSS does not typically allow negative point allocations. Second,
many CSS implementations require participants to exhaust the
full budget. Last, CSS is typically not framed as a vote allocation
process, unlike QS, which emphasizes ‘vote buying’ as part of its
interface metaphor. While LS can be reformulated to match CSS
mathematically, for example, by interpreting the negative votes as
additional disagreement options on the survey, or residual budgets
as a dummy option, differences in framing may lead to distinct
participant behaviors [30, 52]. Accordingly, we conservatively treat
LS as distinct from CSS, though their structural similarities support
methodological comparisons.

2.2.2 Knapsack Voting and participatory budgeting. KV is another
forced-choice surveying technique developed for participatory bud-
geting, a process where community members express preferences
for how public resources should be allocated [20, 21]. In KV, partici-
pants receive a fixed budget and select from options with predefined
costs. Participants may choose any combination of options, as long
as the total cost remains within budget. This approach requires
participants to contribute predefined ‘chunks’ of budget following
a linear relationship, which we do not explore in this study, as QS
options do not necessarily come with defined costs.

3 Experimental Setup
This section adopts an experimental design consistent with prior
research protocols [7], and was reviewed and approved by an IRB.

3.1 Study Design Details
To ensure comparabilitywith prior work [7] for subsequent analysis,
we retained the original between-subjects design and extended
their survey software to implement two additional instruments,
yielding four new experimental conditions. The study’s survey
context and donation task remain unchanged, while the procedural
modifications are described in the following subsections. Figure 1
illustrates how this study fits within the broader experimental flow
established by prior work.

Additional Experimental Conditions. We introduced four new
experimental conditions, grouped into two categories: UQS and LS.
In the UQS condition, we removed the budget constraint to isolate
the effect of the quadratic cost function. In the LS conditions, we re-
placed the quadratic cost function with a linear one and subdivided
the design into three budget levels:

• LS18: A small-budget LS with 18 credits
• LS54: A medium-budget LS with 54 credits
• LS162: A large-budget LS with 162 credits

Following prior work, we allocated two credits per option, allow-
ing participants to assign up to ±2, which mirrors the expressive
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Figure 1: Experimental design. Our study mirrors the structure of prior work (top, [7]), differing only in the opinion collection
methods (bottom). This study introduced UQS and LS conditions. The timeline below segments the procedure into four stages,
highlighting how our approach mirrors prior work: stratified sampling, opinion collection, filler task, and behavioral task.

range of a 5-point Likert scale and enables them to express moder-
ate intensity in either direction. With nine options, this corresponds
to 18 credits for the LS18 condition. We then scaled the budgets
using 𝑂 (𝐾), 𝑂 (𝐾1.5), and 𝑂 (𝐾2) to derive LS18, LS54, and LS162,
respectively. For example, 2 × 91.5 = 54 is LS54.

3.1.1 Survey content. The study frames the survey as a collec-
tive decision-making task, where participants express preferences
across 9 societal issues such as education, environment, or health.
Participants expressed their degree of preference by assigning posi-
tive or negative votes under the UQS or LS mechanism.

3.1.2 Surveying process and interface. Participants in both groups
were first introduced to the survey and how to use it via a video
tutorial. To ensure their understanding of the survey mechanism,
participants were asked to complete a quiz with 5 multiple-choice
questions. A minimum of three correct answers was required to
proceed. We altered the questions based on the survey mechanisms.
The interfaces for UQS and LS are shown in Figure 2.

3.1.3 Filler task and donation. After the survey, participants com-
pleted a filler task to reduce direct association between survey
options and the charities in the donation task. Participants then
donated to a set of charities, each representing a distinct cause.

3.1.4 Debrief and Compensation. After the study, a debriefing page
informed participants of the study’s purpose. Participants were
compensated with $2.50 for their time.

3.2 Participant Recruitment and Integrating
Prior Data

This study includes both newly collected and publicly available
data. We recruited 202 Amazon Mechanical Turk (MTurk) partici-
pants using stratified sampling to approximate U.S. census distribu-
tions across age, gender, income, and education. Participants were
randomly assigned to one of the newly introduced experimental
conditions (LS and UQS). This sampling strategy aimed to mitigate
demographic imbalances in participation [48].

We obtained data from previous QS and Likert scale conditions
published in [7] and included it in this study for comparative eval-
uation. It covered 219 MTurk participants across two survey types
and four experimental conditions: a Likert scale survey and QS
with three credit budgets (36, 108, and 324).

To support comparisons across methods, we distinguish between
the number of votes assigned to each option (used in the original QS
analysis) and the total credits spent per option, which better reflects
the cost-based intensity embedded in the quadratic mechanism. We
refer to these cost-based representations as QSC36, QSC108, and
QSC324.

Altogether, our study evaluates four types of survey instruments:
QS, Likert scale survey, LS, and UQS. As summarized in Table 1, we
cover 11 experimental conditions, including three LS budget levels
and three QS conditions evaluated using both vote- and cost-based
measures. All survey responses were assessed against participant
behavior in an incentive-compatible donation task, which serves
as a shared behavioral benchmark.
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(a) LS Interface: each additional vote is 1 credit

(b) UQS Interface: each additional vote is 𝑛2 credits but does not have a budget constraint

Figure 2: Survey interfaces for the two additional conditions. Each screenshot shows an interactive sandbox that allows
participants to practice the survey mechanism before completing the main task.
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Condition Budget Cost Function Description

Likert – – A 5-point traditional ordinal-scale survey.

Donation – – Incentive-compatible donation task used as behavioral benchmark for
validating expressed preferences.

QS36 36 Quadratic QS conditions with three different budgets (𝑂 (𝐾), 𝑂 (𝐾1.5), 𝑂 (𝐾2)).
Participants expressed preferences by allocating votes, where the cost
of each vote increased quadratically, deducted from the budget.

QS108 108 Quadratic
QS324 324 Quadratic

QSC36 36 Quadratic Credits that participants contributed per option. Using the results from
QS, QSC reflects the actual cost incurred per option to reflect perceived
intensity of preference and explore alignment with donation outcomes.

QSC108 108 Quadratic
QSC324 324 Quadratic

LS18 18 Linear Linear-cost versions of QS with budgets scaled as 𝑂 (𝐾), 𝑂 (𝐾1.5), and
𝑂 (𝐾2). Participants expressed preferences by allocating votes, where
the cost of each vote increased linearly, deducted from the budget.

LS54 54 Linear
LS162 162 Linear

UQS Unlimited Quadratic QS without a budget where participants expressed preferences by allo-
cating votes, where the cost of each vote increased quadratically, but
no budget constraint was enforced.

UQS Credits Unlimited Quadratic Credits participants contributed per option. Using the results from UQS,
credits reflect the actual cost incurred per option to reflect perceived
intensity of preference and explore alignment with donation outcomes.

Table 1: Overview of survey conditions evaluated in the study, including budget levels, cost structures, and their modeling roles.

4 Modeling for Pairwise Ranking and
Preference Intensity Analyses

Two recent empirical studies have evaluatedwhether elicited survey
responses align with participant behavior, using outcomes such as
charitable donations [4, 7] or letter-writing effort [4] as behavioral
proxies for underlying preferences. One approach used Bayesian
cosine similarity to compare high-dimensional response vectors
with behavioral outcomes [7]; another applied linear regression to
estimate the gap between stated and revealed preferences [4].

However, cosine similarity poses interpretability challenges: vec-
tors with identical pairwise rankings can still be judged dissimilar,
while near-aligned vectors may reflect contradictory preferences.
Moreover, distinct behavioral measures (e.g., donations vs. letter
writing) complicate comparisons of pairwise preferences across
options within the same participant.

To address these limitations, we evaluate survey instruments
based on their ability to recover (1) pairwise preference rankings
and (2) preference intensity differences between options, within par-
ticipants. This dual evaluation draws from methods used in point-
allocation and forced-choice survey studies [9], and allows us to
separately assess ordinal and interval-level performance.

We employ Bayesian modeling in both cases to support trans-
parent assumptions, handle uncertainty, and enable interpretation
beyond binary significance thresholds [32, 40]. The two models are
described below.

4.1 Pairwise Ranking Model
Our first analysis evaluates how well different survey instruments
capture pairwise rankings that align with those inferred from actual
donation amounts. Wemodel the binary observation (𝑦𝑖 ) of whether

participant 𝑖’s pairwise ranking expressed via the survey instrument
matches that from the donation results for a given societal issue
pair as a Bernoulli distribution in Equation (1):

𝑦𝑖 ∼ Bernoulli(𝜃𝑖 ) (1)
The alignment probability, 𝜃𝑖 , is defined via a logit link function

(Eq. 2) and modeled as a function of several experimental variables:

logit(𝜃𝑖 ) = 𝛼 + 𝛽𝑐 [𝐶𝑖 ] + 𝛽𝑜 [𝑂𝑖 ] + 𝛽𝑝 [𝑃𝑖 ] + 𝛽𝑡 [𝑇1𝑖 ] + 𝛽𝑡 [𝑇2𝑖 ] (2)

The variables represent experimental conditions and relevant
controls. Specifically, 𝐶𝑖 denotes the survey instrument, spanning
eight conditions (see Table 12): three QS variants with different
budgets, three LS variants with different budgets, a Likert scale
survey, and a UQS condition. Since some participants worked on
multiple survey instruments, 𝑂𝑖 captures the order in which the
participant completed the survey 𝐶𝑖 to account for ordering effects.
In addition, 𝑃𝑖 represents whether a participant’s pairwise ranking
in an earlier survey aligned with the donation-based ranking, ac-
counting for carryover effects. Lastly, 𝑇1𝑖 and 𝑇2𝑖 account for the
topic-level effects of the two issues in comparison.

Given the complexity and nested structure of the data, we used a
hierarchical Bayesian logistic regression model with non-centered
parameterization [40]. Hierarchical modeling enables partial pool-
ing across different experimental conditions or topic pairings, which
improves estimate robustness [40].

We model the coefficients of each experimental variable (𝛽𝑐 , 𝛽𝑜 ,
𝛽𝑝 , and 𝛽𝑡 ) using a hierarchical structure, drawing them from a
normal distribution centered at a group-level mean 𝜇𝛽 and scaled by
2Since this model only considers pairwise rankings, UQS and QS votes and credits
yield the same result.
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a group-level standard deviation 𝜎𝛽 . For example, the hierarchical
structure of the coefficient 𝛽𝑐 for the survey condition variable 𝐶𝑖
is defined as:

𝛽𝑐 [𝐶𝑖 ] = 𝜇𝛽𝑐 + 𝜎𝛽𝑐 · 𝜂 [𝐶𝑖 ], 𝜂 [𝑐𝑖 ] ∼ N (0, 1) (3)
𝜇𝛽𝑐 ∼ N(0, 0.5), 𝜎𝑐 ∼ Uniform(0, 1) (4)

Other coefficients follow the same structure, but some have dif-
ferent hyper-priors. Specifically, topic coefficients 𝛽𝑡 use a narrower
hyper-prior 𝜇𝛽𝑡 ∼ N(0, 0.25) to reflect a smaller expected effect.

4.2 Pairwise Preference Intensity Model
The pairwise intensity model evaluates how effectively each sur-
vey instrument captures the magnitude of preference differences
between options. We seek to model how the response difference
between two options on a survey ΔSurvey predicts the donation
difference ΔDonation. Besides the eight survey conditions in the
pairwise ranking model, we additionally analyze the number of
credits spent on an option in QS (three budgets) and UQS (Table 1).

Comparing preference differences elicited via various survey
instruments (ΔSurvey) to donations (ΔDonation) is not trivial since
some yielded continuous data while others were ordinal. Follow-
ing the convention, we model ΔLikert as ordinal data. Given the
uncertainty about how participants accounted for the varying costs
associated with QS votes, we treat ΔQS Vote as ordinal as well. In
contrast, LS votes increment with a consistent cost on a scale and
are therefore modeled as a continuous variable. UQS has no up-
per limit; hence, it is not ordinal. Finally, QS credits and monetary
donations are continuous by nature.

Another challenge of this comparison is that raw differences
from various instruments (ΔSurvey Raw) and ΔDonation Raw fall into
varying data ranges. Thus, we apply the following data normaliza-
tions.

Normalize Continuous Survey Difference. We apply a variation of
min-max scaling to project continuous ΔSurvey Raw onto the [−1, 1]
interval3. For QS credits and LS, we use the predefined bounds
as the𝑚𝑖𝑛 and𝑚𝑎𝑥 in scaling. Since UQS lacks fixed bounds, we
calculate the𝑚𝑖𝑛 and𝑚𝑎𝑥 for each participant based on the total
votes and credits they used.

Normalize Ordinal Survey Difference. To enable direct compari-
son with continuous data, we project ordinal difference categories
onto a latent continuous scale between 0 and 1, using cutpoints
drawn from a Dirichlet-based model. Specifically, for each instru-
ment, we derive 𝐾 discrete ordinal difference categories. For exam-
ple, vote difference in QS36 has 17 possible difference categories
(ΔQS36 Vote Raw = [−8,−7, ..., 7, 8])4. We sample the second to 𝐾th
elements of cutpoints 𝜶 from a Dirichlet(1 · 𝛿) with 𝛿 = 2 as a
weakly informative prior so that they sum to 1:

𝜶 [2,...,𝐾 ] ∼ Dirichlet
(
1 · 𝛿

)
,where 𝛿 = 2 (5)

The first cutpoint is 𝛼1 = 0.We thenmap ordinal ΔSurvey Raw = 𝑘

to a latent continuous value between [0, 1] as ΔSurvey:

3 𝑥−𝑚𝑖𝑛 (𝑥 )
(𝑚𝑎𝑥 (𝑥 )−𝑚𝑖𝑛 (𝑥 ) ) × 2 − 1

4Here, the largest vote difference possible with 36 credits occurs with 5 votes on option
A and −3 votes on option B.

For ΔSurvey Raw = 𝑘 , ΔSurvey =

𝑘∑︁
𝑗=1

𝛼 𝑗 . (6)

Normalize Donation Difference. Finally, we apply the same varia-
tion of min-max scaling to the donation differences of each partici-
pant based on their total donation amount. ΔDonation ranges from
[−1, 1].

Model Specification:We model ΔDonation as a Normal distri-
bution:

ΔDonation𝑖 ∼ N(𝜇𝐷𝑖
, 𝜎𝐷𝑖

) . (7)
Since it is reasonable to expect that the variance in donation

differs across experimental conditions, we make 𝜎𝐷𝑖
condition-

dependent: 𝜎𝑖 = 𝛽𝜎 [𝐶𝑖 ], where 𝛽𝜎 [𝐶𝑖 ] is drawn from the prior
Exponential(1). 𝜇𝐷𝑖

is predicted by a linear regression of survey
response difference ΔSurvey𝑖 , survey instrument 𝐶𝑖 , survey order
𝑂𝑖 , and topics 𝑇1𝑖 , 𝑇2𝑖 .

𝜇𝑖 = 𝛽S [𝐶𝑖 ] · ΔSurvey𝑖 + 𝛽𝑐 [𝐶𝑖 ] + 𝛽𝑜 [𝑂𝑖 ] + 𝛽𝑡 [𝑇1𝑖 ] + 𝛽𝑡 [𝑇2𝑖 ] . (8)

We model the slope of survey response differences 𝛽S for each
survey condition with partial pooling and non-centered parameter-
ization.

𝛽S [𝐶𝑖 ] = 𝜇𝛽vote + 𝜎𝛽vote · 𝜂𝛽vote [𝐶𝑖 ], 𝜂 [𝑐𝑖 ] ∼ N (0, 1) (9)
𝜇𝛽vote ∼ N(0, 1), 𝜎𝛽vote ∼ Uniform(0, 1) . (10)

We model intercepts 𝛽𝑜 and 𝛽𝑡 in a similar way but with a hyper-
prior of 𝜇𝛽 ∼ N(0, 0.1). Finally, we sample the condition-based
intercept 𝛽𝑐 from the prior N(0, 0.2) without pooling.

5 Results
We present findings on pairwise rankings and preference intensity
in Section 5.1 and Section 5.2, respectively5.

5.1 Pairwise Preference Ranking Results
Results interpretation: To evaluate how well a survey tool re-
flects a participant’s preference ranking between two causes, we
calculate the posterior distribution of the probability that the pair-
wise preference ranking reflected through a survey tool aligns with
that reflected in donation amounts (Figure 3). Furthermore, we com-
pare survey tools’ abilities to elicit accurate pairwise preference
rankings using the odds ratio of the predicted odds of alignment
between survey and donation preference rankings. For instance,
an odds ratio of 2 between survey tools A and B means that the
odds of participants expressing the same preference rankings in
survey tool A and donations is twice those of participants using
survey tool B. We say that two survey tools differed significantly
when the 94% Highest Posterior Density Interval (HPDI) of the odds
ratio’s posterior distribution does not include the reference value
of 1 (odds ratio = 1 means having the same odds).

QS outperformed the Likert scale survey in eliciting prefer-
ence rankings consistent with donations, with a small effect

5The analysis notebook and experimental data are available at https://github.com/
CrowdDynamicsLab/ci-2025-analysis.

https://github.com/CrowdDynamicsLab/ci-2025-analysis
https://github.com/CrowdDynamicsLab/ci-2025-analysis
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Figure 3: This figure presents the posterior density distributions of the probability that pairwise rankings from various survey
tools align with participants’ actual donation behavior. The x-axis shows the predicted probability of correct pairwise ranking
alignment, where 1 indicates perfect alignment. The y-axis represents the posterior density across the sampled distribution.
Each curve corresponds to a different survey condition. QS with varying budgets cluster together, exhibiting higher alignment
probabilities as reflected by their distributions peaking further to the right. In contrast, UQS and LS show lower alignment,
with LS performance declining as its budget increases. Main takeaway: Budget-constrained QS elicit pairwise rankings that
align more closely with participants’ donation behaviors, highlighting their effectiveness in capturing directional preferences.

size (odds ratio mean = 1.65, 94% HPDI = [1.55, 1.76])6. The model
predicted that a participant’s preference ranking in QS aligned with
that in donations with a 70% chance on average, higher than the
59% average probability for the Likert scale survey.

When the budget from QS was removed, UQS performed
worse than the Likert scale with a small effect size (odds
ratio mean = 0.59, 94% HPDI = [0.56, 0.62]). Participants expressed
consistent pairwise preference rankings with Unlimited QS and
donations 46.2% of the time on average (94% HPDI = [35.0%, 57.1%]).

LS, a variation of QS with a linear instead of quadratic cost,
was also less effective than the Likert scale with a small effect
size (odds ratio mean = 0.46, 94% HPDI = [0.37, 0.55]). In addition,
LS’s performance worsened as its budget increased. The average
predicted probability of consistent pairwise preference rankings
between LS and donations was 43.9%, 40.8%, and 35.9% for LS with
a small, medium, and large budgets.

5.2 Pairwise Preference Intensity Results
Results interpretation:With the fitted intensity model, we calcu-
late the posterior predictive distribution of the mean of donation
differences (𝜇ΔPredicted Donation ), given a preference difference intensity
between any two options elicited by a survey tool (ΔSurvey). Three
such distributions are constructed for each survey tool, one each
for small, medium, and large preference differences elicited by the

6Odds ratio = 1.68, 3.47, 6.71 corresponds to a small, medium, and large effect size,
respectively [6]

tool respectively (i.e., ΔSurvey = 0.19, 0.38, 0.57, corresponding to
𝑚𝑒𝑑𝑖𝑎𝑛(ΔSurvey) + 𝑘 × 𝑠𝑡𝑑 (ΔSurvey), where 𝑘 = 1, 2, 3). We then
perform two comparison tasks using these posterior distributions
of 𝜇ΔPredicted Donation .

First, we evaluate if predicted normalized donation differences
ΔPredicted Donation significantly differ from the “perfect” predicted
donation difference (ΔDonation Ref). A predicted normalized dona-
tion difference between two options is “perfect” when it equals
the normalized difference between the preferences elicited by the
survey tool (ΔDonation Ref = ΔSurvey). When ΔPredicted Donation <

ΔDonation Ref, it means that our participants donated less to their
preferred option than they said they would on the survey (relative
to the less-preferred option), and vice-versa. We conclude that a
survey tool failed to reflect a given preference difference intensity
well when the 94% Highest Posterior Density Interval (HPDI) of
the distribution of 𝜇ΔPredicted Donation does not include ΔDonation Ref.

Second, we compare the posterior distributions of 𝜇ΔPredicted Donation
between survey conditions for the same ΔSurvey. Such comparisons
provide insights into how a survey tool performs relative to an-
other tool. We construct the posterior distribution of Cohen’s d
to quantify the difference between the 𝜇ΔPredicted Donation of a pair of
survey conditions. We report that a survey tool’s ability to reflect
a preference intensity differs from another when the 94% HPDI of
the Cohen’s d distribution excludes zero.
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Figure 4: The posterior predictive distributions of donation differences for various surveying tools, assuming that the surveyed
preference difference between two options is 2 standard deviations (SD) across all pairwise differences in our dataset. The
x-axis displays predicted mean donation differences, while the y-axis represents posterior density, indicating the probability
of various predicted mean donation differences occurring. The region indicated by the bolded black line represents the 94%
Highest Density Interval (HDI), providing the most credible range for the predicted donation difference. A vertical gold line
at 0.38 reflects the “perfect” donation value corresponding to a 2 SD-surveyed preference difference. In this plot, aside from
QS (votes and credit), other surveying tools produced donation predictions that fell short of the 0.38 threshold, suggesting
that these tools overly expressed preference intensity rather than accurately capturing it. Main takeaway: QS is capable of
capturing the intensity of medium-sized (2 SD) preference differences between options accurately.

Small differences in survey responses (ΔSurvey) reliably predicted
differences in donation behavior (ΔPredicted Donation) across all con-
ditions. Among them, Likert, UQS vote, UQS credit, and LS results
aligned best with donation differences (𝜇ΔPredicted Donation = 0.15, 0.17,
0.18, 0.15, respectively; ΔDonation Ref = 0.19). When participants
expressed a small difference in QS vote and credit between two
options, they expressed larger differences in donations (mean of
𝜇ΔPredicted Donation = 0.29, 0.26, respectively). But their donation dif-
ferences did not differ significantly from the “perfect” difference
(ΔDonation Ref = 0.19).

As ΔSurvey increased to medium and large sizes, only those
elicited by QS (both vote and credit, regardless of the budget
size) were well-reflected in the corresponding donation dif-
ferences. For instance, Figure 4 shows that when QS vote and credit
ΔSurvey = 0.38 (medium difference), the mean of 𝜇ΔPredicted Donation =

0.39 (94% HPDI for QS vote = [0.18, 0.62], for QS credit = [0.18, 0.61]).
Results from QS aligned significantly better with donation
results than those from the Likert scale with a medium to
large effect size7. Moreover, QS’s advantage over the Likert scale
increased with ΔSurvey, as shown in Figure 5. Using the donation
prediction accuracy of QS credit vs. Likert scale as an example, the

7Cohen’s d = 0.2, 0.5, 0.8 corresponds to a small, medium, and large effect size,
respectively

mean Cohen’s d increases from 0.71 to 0.99 when ΔSurvey changes
from medium (Cohen’s d 94% HPDI = [0.62, 0.81]) to large (Cohen’s
d 94% HPDI = [0.89, 1.09]).

On the other hand, for medium and large ΔSurvey, UQS
(i.e., QS without a budget) predicted donation difference sim-
ilarly to the Likert scale, hence significantly worse than QS.
Furthermore, LS with various budget sizes (i.e., QS without
the quadratic cost) performed worse than Likert and UQS
with a small effect size. When participants conveyed a medium-
sized or larger preference difference between two options in Likert,
UQS, or LS, they expressed a weaker difference in donations. A
large ΔSurvey in Likert, UQS, and LS, for instance, predicted a mean
𝜇ΔPredicted Donation of 0.25, 0.25, and 0.17 respectively, far lower than
the ideal difference (ΔDonation Ref = 0.57).

6 Discussion
This section addresses the research questions, interprets findings,
and offers practical recommendations.

6.1 QS’s effectiveness and its dual components
We evaluated the effectiveness of QS in capturing pairwise pref-
erences (RQ1) and whether both the quadratic cost function and
budget constraint are necessary (RQ2). Results indicate that QS,
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whether analyzed through votes or costs, consistently outperforms
Likert scale surveys in recovering ordinal rankings and preference
intervals—especially when resources are constrained. Moreover, QS
shows increasing advantages as preference gaps widen, capturing
intensities with greater accuracy over other methods.

Results suggest that both the quadratic cost function and the
fixed budget constraint are essential to QS’s effectiveness. Perfor-
mance drops significantly when either is removed, as observed in
LS and UQS (see Section 5.2). This gap between LS and QS requires
further investigation, as discussed in the following subsections.

6.2 Mechanisms underlying QS’s effectiveness
This subsection explores the plausible mechanisms underlying QS’s
effectiveness. While our results replicate and extend the observed
advantage of QS over Likert scale surveys [7], we focus this sub-
section on two mechanisms: (1) how the quadratic cost function
aligns preferences with behavior, and (2) how budget constraints
shape expression. We examine these mechanisms using LS and UQS
results.

6.2.1 Quadratic cost function corrects perception distortion and bias
in response strengths. As discussed in Section 4.2, QS credits and
votes remain aligned with participants’ revealed behaviors across
varying levels of preference strength. In contrast, our model shows
increased exaggeration in LS and Likert scale survey results as the
pairwise donation difference widens (see Figure 5). We identify two
plausible explanations.

Unequal perceived ‘preference units’. We define a ’preference unit’
as the incremental amount a participant uses to express additional
preference (e.g., an extra vote, extra credits spent, or an extra level
on a Likert scale). Our results indicate that LS participants perceive
successive preference units as representing smaller incremental
differences in strength. This pattern aligns with the Law of Dimin-
ishing Marginal Utility in economics [22, 30], which states that
each additional unit of consumption yields less utility than the one
before. Thus, survey respondents allocate more preference units to
express their intended preferences.

Even if participants do not explicitly interpret preference units in
monetary terms, psychophysics offers similar concepts. According
to the Weber-Fechner law [13, 34], the just noticeable difference be-
tween stimuli is proportional to the baseline stimulus intensity. As
the marginal difference between options appears to shrink, partici-
pants may feel their previous input was insufficient and overcorrect
as a result. Early CSS validation by Dudek and Baker [14] cautioned
that participants may misjudge how well their numerical input
reflects their subjective attitudes. Interestingly, Fechner’s law [34]
describes perception as following a logarithmic curve, which con-
ceptually aligns with the quadratic cost structure in QS. In QS, the
rising cost of additional votes may have corrected participants’ di-
minishing perceptual increments, helping to mitigate exaggerations
in expressed preferences stemming from participants’ perceptual
biases.

Extreme response bias. Another plausible explanation involves
the large decision space and the ease of expressing extreme opin-
ions offered by LS. With the same budget size, participants face a
wider array of allocation choices when votes incur a linear cost than

a quadratic cost (e.g., 324 choices in LS162 vs. 25 choices in QS162
on an option). The psychology literature suggests that cognitive
overload leads to satisficing [28, 51], where individuals settle for
sufficient rather than optimal choices by relying on heuristics. As
the allocated budget increased, participants increasingly underuti-
lized their budgets, a pattern consistent with satisficing behavior
(Figure 6). With a satisficing mindset, rather than carefully weigh-
ing and quantifying the differences between options, participants
may resort to exaggerating responses to signal distinctions between
choices. While this exaggeration strategy is possible with both LS
and QS, it was discouraged by the quadratic cost structure in QS.
The quadratic cost function imposes increasing costs for each ad-
ditional vote, which makes people think twice before expressing
strong opinions. In LS, on the contrary, it does not cost much to
exaggerate preferences since each vote carries equal weight. In
summary, the quadratic cost structure in QS may have reduced the
occurrences of exaggerated responses by alleviating cognitive load
and imposing a higher cost to expressing extreme opinions.

6.2.2 The quadratic cost function reduces the cognitive burden influ-
encing pairwise rankings. This expanded decision space may have
also undermined LS’s ability to preserve pairwise rankings that
are consistent with participants’ opinions. The linear cost in LS
increases the number of possible allocation outcomes compared
to QS with the same budget size, raising the cognitive demand
required to maintain consistent relative preferences. In contrast,
QS’s quadratic cost structure progressively narrows this decision
space, easing the cognitive burden and facilitating more consistent
preference rankings. This cognitive burden likely contributes to
noisier and more inconsistent pairwise rankings.

6.2.3 The role of budget: Anchor and a sense of scarcity. UQS per-
forms similarly to LS, likely due to two key factors. First, without a
fixed budget, participants face unlimited allocation options, elim-
inating clear opportunity costs and tradeoffs. This can result in
more extreme allocations or exaggerated expressions (e.g., one par-
ticipant allocated 105 votes to a single option). Second, without a
budget constraint, participants lack a stable reference for a ’pref-
erence unit,’ since the meaning or weight of each additional vote
shifted with each allocation. This undermines anchoring [29, 58],
often necessary for initiating preference construction [35], and fur-
ther expands the decision space. We observe that less than half of
the participants spend more than 38 credits, followed by a long
tail of credit usage (Figure 7), possibly due to cognitive overload
or because they felt further input was unnecessary. This behavior
constrained the expansive decision space, suggesting that budget
limits may help regulate expressive intensity.

In summary, QS’s quadratic cost function helps mitigate distor-
tions caused by perceptual biases and choice overload, particularly
when participants express large differences between options. The
fixed budget constraint anchors participants’ interpretations of
preference units and limits the decision space, thereby reducing
cognitive load and supporting more accurate expression.

Together, these mechanisms likely explain why QS aligns more
closely with participants’ behavioral outcomes than the alterna-
tives. While each mechanism is grounded in prior literature and
supported by our findings, their interaction remains unclear. Per-
ceptual distortion, overload, and anchoring may be interdependent
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Figure 5: Differences between survey-reported preferences and actual donation behaviors across survey tools. Dots represent
mean normalized differences, with bars showing the 94% Highest Density Interval (HDI). The horizontal line at 0 indicates
perfect alignment; values above represent overstated preferences. QS Vote and QS Credit consistently show close alignment even
as actual behavioral differences increase, while Likert, LS, and Unlimited QS increasingly deviate at larger differences. Takeaway:
QS methods (Vote and Credit) better capture participants’ actual preference intervals, especially as intensity differences grow.

rather than isolated effects. Future research should investigate how
participants’ internally valued preferencesmap onto their expressed
responses in QS. Cognitive interviews aimed at constructing mental
models could reveal how participants interpret budget constraints,
cost structures, and manage preference tradeoffs during preference
construction.

6.3 Takeaways for QS practitioners
Our findings offer practical implications for practitioners using QS
to elicit preferences in collective intelligence settings:

Balancing simplicity and accuracy for basic ranking tasks. Likert
scale surveys may suffice for simple rankings that do not require
aggregation, given their simplicity. While QS still yields slightly
better alignment with behavioral outcomes, the added complexity
may not be justified in low-stakes or ordinal-only contexts.

QS excels in capturing preference intensity and enabling aggrega-
tion. QS is particularly effective for capturing nuanced differences
in preference strength across competing options and aggregating
those preferences across individuals. Our results demonstrate that
QS significantly outperforms traditional methods in capturing pref-
erence intensities and enabling aggregation.

Do not compromise the QS mechanism. Both the quadratic cost
function and the budget constraint are essential for QS to function
effectively. Removing either component (as in LS or UQS) substan-
tially reduces performance. Since these features introduce cognitive
load, it is essential to design usable interfaces that support partici-
pants’ preference construction process.

Credit budget matters less, but a medium range is recommended.
Although we observed no statistically significant differences among
QS36, QS108, and QS324, Bayesian analysis consistently favored
QS108 for stable, balanced outcomes. Thus, practitioners are advised

to scale the credit budget to the power of 1.5 relative to the number
of options (𝑂 (𝑘1.5) as defined by prior research [7].

7 Limitations and Future work
Limitations of donation-based preference elicitation. Behavioral

donation tasks are widely used in prior research [2, 7, 18, 61] to
approximate “true preferences” through real-stakes decisions for
survey validation.While the donation task in this studywas adapted
from prior designs to ensure incentive compatibility and behav-
ioral realism, not all preferences are naturally expressed through
monetary contributions. Participants’ mental models, shaped by
donation amounts, prior giving, or personal motivations, may differ
from those guiding their responses to survey instruments. More-
over, although charitable donations offer incentive-aligned behav-
ior, the domain involves distinct social and motivational factors
that may not generalize to other allocation contexts. Governmental
resource allocation, for instance, includes political accountability,
public transparency, and long-term planning considerations. Future
field studies applying QS in public decision-making settings could
further assess its generalizability.

Future work: comparing QS with other forced-choice methods. The
limited performance of LS highlights the need for future compara-
tive studies between QS and other forced-choice preference elicita-
tion tools, such as KS and conjoint analysis. These methods rely on
different constraints and mechanisms to reveal preference intensity.
Comparing them across decision contexts and preference distribu-
tions would help practitioners identify the most appropriate tools.
Future evaluations should consider elicitation accuracy, cognitive
load, and user experience.

8 Conclusion
This work deepens our understanding of QS used to elicit richer sig-
nals in collective intelligence systems. By experimentally isolating
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the effects of the quadratic cost function and budget constraint, we
compared QS with LS, UQS, and Likert scale surveys. Results show
that removing either component weakens QS’s ability to capture
accurate rankings and intensities, particularly as preference gaps
grow.

These findings position QS as a promising instrument for collec-
tive decision-making in a resource-constrained context where it is
critical to capture not just what people prefer, but how strongly they
prefer it. Future CI research should explore how people mentally
model credit constraints, costs, and trade-offs when responding

with QS, thereby guiding the design of more intuitive and effective
tools for collective choice.
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